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OSCILLATION OF SECOND ORDER NONLINEAR IMPULSIVE
DELAY DYNAMIC EQUATIONS ON TIME SCALES

H. A. AGWA AND HEBA M. ATTEYA

ABSTRACT. In this paper, we establish some new oscillation criteria for the
second-order nonlinear impulsive delay dynamic equation
(r@®)]z? @) 22 () +p) f(z(1(t)) = 0, t # b,
Ar(t)|z? () 2B (1) + brh(z(7(0k))) =0

on a time scale T. Our results generalize and extend some pervious results
[11, 18, 19, 21] and can be applied to some oscillation problems that not
discussed before. These results extend the known results for the dynamic
equations with and without impulses. Finally, we give some examples to show
that impulses play a dominant part in the oscillations of dynamic equations
on time scales and to illustrate our main results.

[t=6,

1. INTRODUCTION

The theory of time scales was introduced by Hilger [16] in order to unify, extend
and generalize ideas from discrete calculus, quantum calculus and continuous cal-
culus to arbitrary time scale calculus. A time scale is an arbitrary closed subset of
the reals. When time scale equals to the reals or to the integers, it represents the
classical theories of differential and difference equations. Many other interesting
time scales exist, e.g., T = ¢"° := {¢' : t € Ny for ¢ > 1} (which has important
applications in quantum theory), T = AN with ~ > 0, T = N2 and T = T" (the
space of the harmonic numbers). For an introduction to time scale calculus and
dynamic equations, see Bohner and Peterson books [7, §].

Recently, many results have been obtained on the oscillation and nonoscillation of
dynamic equations on time scales (see [10, 12, 20, 22] and references cited therein).

Impulsive dynamic equations on time scales have been investigated by Agarwal
et al. [1], Belarbi et al. [2], Benchohra et al. [3-6] and so forth. Benchohra et al. [6]
considered the existence of extremal solutions for a class of second order impulsive
dynamic equations on time scales.

The oscillation of impulsive differential equations has been investigated by many
authors and many results were obtained (see [13, 15, 17] etc. and the references
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cited therein). But fewer papers are on the oscillation of impulsive dynamic equa-~
tions on time scales.

A. Zafer [21] considered the second order sublinear impulsive differential equation

{ (1) + p(®) (D))" 2(r(6)) = 0, # by,
AL (D), + asla(r(Bi) 2 (r(01)) = 0,

Kunwen Wen [18] studied the oscillation of second order sublinear delay differ-
ential equations with impulses of the form

{(T(t)xl ({))/ +p(t)]a (r(£)|* 2 (7(1) = 0, ¢ # O,
A(r)z (1)), + qela(7(0k))|* 2 (7(0k)) =0,

In [19] the authors studied the oscillation criteria for second-order impulsive
differential equations of the form

(r(t)l2’ Bz (f))' +p)f(z((t)) =0, t # O,
Alr(@)lz (&)]* 2 (1)), + brh(z(7(61))) =0,

’

’

Here, we are concerned with the oscillation of second-order nonlinear dynamic
equation with impulses on a time scale T which is unbounded above

{(r(t)|xA(t)|°‘_1xA(t))A +p)f(x(r(t) =0, t €J:=1[0,00)NT, t # 0k, k=1,2,...
A(r(t)|z2(0)]* 22 (1))),2y, + bih(z(7(6))) = 0

(1)
where
A(z(t))|,_, := 2(0%) — 2(67), in which z(F) := lim,_,¢= z(t). For Convenience we
define z(0) = z(67).

Throughout this paper we assumed the following conditions are satisfied:
(H1) a, 8 are quotients of odd positive integers,
(H3) r(t) and p(t) are positive rd-continuous functions on an arbitrary time scale

T such that
1
/ L At=o,
to 7’5((‘,)

(H3) 7: T — T is a strictly increasing and differentiable function such that 7(t) < ¢
and lim;_, o, 7(t) = o0,

(Hy) f € C(R,R) is continuous and nondecreasing function such that zf(z) > 0
and for a positive constant L, we have % > L for all = #0,

(Hs) h € C(R,R) is continuous such that zh(x) > 0 for all = # 0 and for a positive
constant ¢y > 0, we have |h(x)| > co|2”|

(Hg) {0k} is a fixed strictly increasing unbounded sequence of positive real numbers
and {by} is a sequence of positive real numbers,

The purpose of this paper is to establish some new oscillation criteria for the
second-order nonlinear impulsive delay dynamic equations (1) which is not studied
before. Our results extend and improve some results established by [11, 18, 19, 21]
and can be applied to arbitrary time scales. Some examples are given to show that
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a dynamic equation is nonoscillatory, it may become oscillatory by adding some
impulses to it. In this cases, impulses play a dominating part in oscillations of
dynamic equations on time scales.

By a solution of (1), we mean that a nontrivial real valued function x satisfies (1)
for ¢t € T. A solution x of (1) is called oscillatory if it is neither eventually positive
nor eventually negative; otherwise, it is called nonoscillatory. Eq. (1) is said to be
oscillatory if all of its solutions are oscillatory.

Throughout the remainder of the paper, we assume that, for each k = 1,2, ..., the
points of impulses tj, are right-dense (rd for short). In order to define the solutions
of (1), we introduce the spaces

ACt = {z: Jp — Risi— times A — dif ferentiable, whose
ith delta derivative 2" is absolutely continuous}.

PC = {z : JT — R is right dense continuous except at tx, k = 1,2, ... for which
z(t,), z(th), 22 (ty ) and a2 () ewist with x(t;,) = x(ty), z2(t;,) = () }-

2. MAIN RESULTS

Before starting our studies, we begin with the following lemma which will play
an important role in the proof of our main results.

Lemma 1 [7] If z(t) is delta differentiable and eventually positive or negative,
then

(z())* = 7/01[}”5(0@)) + (1= h)z ()]~ 22 (t)dh.
Lemma 2 (Hardy et al. [14]) If X and Y are nonnegative, then
AXYAL XA < (A=1)Y*  when  A>1,
where the equality holds if and only if X =Y.

Theorem 1 Assume that (H;)-(Hg) hold. There exists differentiable positive
function ¢(t) such that ¢*(t) > 0 and

s | [ (o) SN Y avs S anotn)] -

o V(s )T o
) @
where p = % and
k1 is any positive constant, if 8> a,
Vt):=<1, if 8=a,

ko(u® (T(t)))anﬁ, ko is any positive constant, if 5 < a.

Then the impulsive dynamic equation Eq. (1) is oscillatory.

Proof. Assume that Eq. (1) has a nonoscillatory solution z(¢). Without loss
of generality, we assume that x(t) is eventually positive solution of (1). Since
T(t) — o0 as t — o0, there exists a positive real number T such that z(7(t)) > 0
for all t > T. From Eq. (1), we have

(r(O)z® ()| 22 () = —p(t) f(2(7(1)) < ~Lp(t)a” (7 (t)) < 0.
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Hence the function r(t)|z® (t)|* 'z (t) is nonincreasing on each interval (6, O41)
whenever 6, > T.
If t = 6, then

r(O0)e® (001 2B (OF) — r(00)|2 (0)[* 2% (k) = —brh(x(7(6r))) < 0.

Then, 7(t)|z? (t)|*~ 2 (t) is nonincreasing in (7', 00). We claim that 22 (t) is even-
tually positive. Assume on the contrary, If z2(t*) < 0 for some t* > T, then

OB O A () < (A (@) R W) <0 for >t

22 (t) < (Tr(g))yxﬁ(t*) for  t>t"

Integrating the last inequality from t* to ¢, we get

t
1
z(t) — z(t*) < r%(t*)zA(t*)/ —_As.
A (s)
Letting t — oo and using (Hs), we conclude lim;_, o, (t) = —oo, which is a contra-
diction. Therefore our claim is true. Define
r(t)(z2(8)*
w(t) = ¢(t) : t # Oy (3)
2P (r(t))

Then, w(t) > 0. Using the delta derivative rules of the product and quotient of two
functions and then chain rule (see [[7], Theorem 1.90]), we get

A _ o) P (2D (1)) A (1) AT 2D (1))e
W) = OO + () e )

(1)

¢ (1) () (x” (r(1)))*

= rE) (@2 ()2 + (r(t) (2 (£))° — .
= Py "OE O+ EOEEE)) (zﬁma(t») ()2 (7o (1)

From Eq. (1), we have

A O s (980 0P (0)
(1) = s CHO OO O)) (5 - O
Using (Hy4) and (3), we get
A B (1) 5y SO (E) (@(r(1))2
w (t) < L¢(t)p(t)+ ¢U(t) (t) ¢U(t) B T(t)) ’ (4)
and
_ 0(6k)
Ao, = Z5eriaey (DR B)- (5)
Also, by Lemma 1, we get
1
@ (r@)* = 8 ; [(7 () + hp((8)) ((7 ()21~ dh (2(7(1))>
= p ; [(1 = R)a(7(8)) + ha(r(o(t))]"~ dh (x(r(1)))*,
Hence,
Bl (r(a(1))))’ B (r()T2(t), f0<B <1,
(o) 2 {Bx(r ) A (r()) A (), if 8> 1. (©)



EJMAA-2020/8(1) H. A. AGWA AND HEBA M. ATTEYA 67

Since (r(t)|z2()|* 122 (t))» <0, we get

From (6) and (7) in (4), we get

—Lo(t)p(t) + S Bw (1) -
6¢(t)(r (t))EwA(a(t))(w(T(o(t))))f’ () wo(t), f0<pB<,
¢°(t)(r(7(t))) o af (7(®)

= A A
—Lo(®)p(t) + oW o BT IO o () if § > 1,
o) + gy () =B 67 ( t)(r(r(t)))éw(m (), 5

w(t) <

Since 2 (t) > 0, we get

o o B0 o 000
s TR Gy O o) R arom)
AW o GO TR0 o
< —Lo(t)p(t w?(t) — e (77(t)).(8
< —Loton(t) + S - s ATl e ). g

Next, we consider the following three cases:
Case (i): Let a < . For t € [t1,00), since z7(7(t)) > z(7(t)) > z(7(t1)) > 0, we
have

B—a

(2(r(e(®)) = > (@(r(t) = = k. 9)
Case (ii): Let a = . For ¢ € [ty, )Wehave
(2(r(e(®) = = 1. (10)
| A

Case (iii): Let a > 3. Since (r(t)[x®(t)|* *a?(t))» < 0, for t € [t;,00) we get
()@ ()" < r(ta) (@ (0))" = b.
(t

Hence, we have z2(t) < bara (t). Integrating both sides of the last inequality

from ¢; to t, we get
t

x(t)gx(t1)+bé/ L As

t1 TE(S)
Therefore, there exist a constant by > 0 and ¢4 > t; such that z(t) < by fttl #As =
biu~1(t) for t € [t4,00). Hence, we get
B—a a—p
(2(r(o(t)) = > ka(u(r(o(t)))) =, (11)

B—o

where ky = (by) = .
Hence, from (9) , (10) and (11), we get

Ay < _ QNP O O) Rl ORI
w™(t) < —Lo(t)p(t) + o7 (1) (t) ﬁ(r(T(t)))é(w(t ol V(. (12)
Where
k1 is any positive constant, if B> a,
V(t) = {17 if 8 = a,
ka(u® (T(t)))anﬁ7 ko is any positive constant, if 8 < a.
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dy = @@ i @) 1
(r(r(0) T 6 (1) "(t) an = (Ba(ra V()T PPIYIng

Lemma 2 on (12), we get

Taking A = @+ X = BV WX o

A « 1
w™(t) < —Lo(t)p(t) + “((i(t() ))< ; ((tgia)’ t # O, (13)
where p = Wal)aﬂ
/ Als)As = w(t — ) Aw(ty). (14)

t1 <0<t

Integrating (13) from ¢; to ¢ and using (Hs), (5) and (14), we get

T (Loterne) - o E2E )Y 4 .
oty wit) = [ [ (Botolte) - GEipCraTR Jart 3 ot

Taking limsup of both sides as t — oo, we get a contradiction with (2). This com-
pletes the proof.

Corollary 1 Assume that (H;)-(Hg) hold. There exists differentiable positive
function ¢(t) such that ¢ () > 0 for all t > to,

) be(6r) —
—As cabrp(0r) = oo, (15)
/to (@(s)V(s)72(5)) togzegq o

and

o L(9(8)) T (V ()72 (5))p(s)
1 f > p.
BT () @A) 8
Then the impulsive dynamic equation Eq. (1) is oscillatory.
Proof. From (16), it follows that there exists € > 0 such that for all large ¢

L(¢(5))*H (V(s)72(5))p(s)
r(7(5))(¢2(s))
From the proof of Theorem 1 in (5) and (13), we have
(@2 (1) r(r(t))
(@OV()T2(H)>
y _ —0(0k)brh(z(7(0k)))
T )

(16)

> 1+ €.

wh(t) < —Lo(t)p(t) + p t # Oy,

(17)

Hence, we get

w(t) < —

(@2 (1) r(r(t)) {L(fb(t))‘““(V(t)TA(t))“p(t)
(6(OV (t)72(1)* r(7(8)(e2(8) >

Integrating the above inequality from ¢; to ¢, we get

" (@2() Hr(7(s5)) [L(qﬁ( $) T (V(s)T2(s )) p(s)

i) < wih) - / @V ()3 () P ()02 ()
)

,LL:|, t%ekv

—p} As

¢
_¢(9k)bkh( (7 (0
)

)
P (7 (%) '
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Therefore, we get

(A () (7 (9))
wit) <wlin) - [/t GVEAmE T 2 ekl o0

Taking limit of both sides as t — oo, we get a contradiction with w(¢) > 0. This
completes the proof.

Theorem 2 Assume that (H;)-(Hg) hold. Let H be an rd-continuous function
defined as follows:

H:Dp={(t,s) e TxT:t>s>lgts€ [to,s)r} = R,

H(t,t) =0, t > to, H(t,s) >0 fort>s>ty, t,sE [to,S)r, (18)

and H has a non positive continuous A-partial derivative H®+ (¢, s) with respect to
the second variable. If there exists differentiable positive function ¢(t) such that
A (t) > 0 for all ¢ > ty such that

t

lim sup

m o {H(tlto) t r(r(s))(® ())‘”1)AS

(B(s)V (s)72(s))"

1
T H{ ) to§<tH(ta Hk)CQbk¢(9k)] = 0.(19)

H(t, 5) (Lp<s>¢<s> u

Then the impulsive dynamic equation Eq. (1) is oscillatory.

Proof. Let z(t) be a nonoscillatory solution of Eq. (1). Suppose that z(t) > 0
is eventually positive for ¢ > ¢y (when z(t) is eventually negative, the proof follows
the same argument). Proceeding as in the proof of Theorem 1, we get

A))etir(r
Wi < - [L¢(t>p(t> o (((Z)(t()t‘)/)(t)TA((tgil)} B 20
Aw(t)),_,, = _QS(Q’;)SIEf((;k()S(Gk))) 2

Multiplying Eq. (20) by H(t, s) and integrating from ¢; to ¢, we get

t A [ . Spls) — (62(s)* (7 (5)) s
H(t,s)w=(s)As < H(t,s) [ Lo(s)p(s) N(¢() V(s)rd (s))a]A

-3 H(t,e) ¢(0k)brh(z (T()9k)))’ L0

<05, <t 2 (7(0k)

therefore, we get
t

H(t,S) |:L(]5(S)p( ) (¢A( ))a-i—l ( (S)):| As + Z H(t7ek)(b(ek)bkh(l’(T(ak)))

\ H VDT E)° o (00)
-/ fH(t,smA(s)As, (22)
where
[ et 8s = et - [ B nuons @
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From (23) in (22), we get

¢ (829 r(r(s) B0 )brh(z(7(01)))
[ 09| ownt) — e & +; Ry
< H(tt)w(t) + t H2(t (s)As < H(t, trw(t)-
Hence, 1
1 K 5 Sn(s) — (92 (s)*r(7(s)) 5
H(t,tl) [1 H(tv )|:L¢( )p( ) H(¢( ) ( (S)a:|A +
B (0k)bih(x(7(0k)))
i, 2, T Ry <) e

Taking lim sup of (24) as t — oo, we get a contradiction with (19). This completes
the proof.

Theorem 3 Assume that (Hy)-(Hg) hold. Let H be an rd-continuous function
defined as follows:
H:Dr={(t,s) e TxT:t>s>tgt,s € [to,s)1} = R,
H(t,t) =0, t > to, H(t,s) >0 fort> s>ty t,s € [to, s)r, (25)
and H has a non positive continuous A-partial derivative H¢ (¢, s) with respect to
the second variable. Let h : Dy — R be an rd-continuous function satisfying

¢2(s) _ h(t,s) e

= H(t,s))=+1, 26
()~ oo T 20
if there exists differentiable positive function ¢(t) such that ¢=(t) > 0 for all t > tg
such that

. 1 ! " (h(t, ) r(r(s))
hgrisolgp {H(tﬂfo) /tg ( LH(t,s)p(s)p(s) — N/tl (6(s)V (s)T2(s))™ >A5
1

+m togze;<t H(t, ek)CQbk¢(9k):| = 0. (27)

HA(t,s) + H(t,s)

Then the impulsive dynamic equation Eq. (1) is oscillatory.

Proof. Let z(t) be a nonoscillatory solution of Eq. (1). Suppose that z(t) > 0
is eventually positive for ¢ > ¢y (when z(t) is eventually negative, the proof follows
the same argument). Proceeding as in the proof of Theorem 1, we get

WA < L an QPP O] Ul O) kil U RN
(6 < ~Loplt) + gy’ () =62 Sy V@, (8)
Aw(t)h:@ — (ek)bl(ﬁh((;k(»( )) (29)

Multiplying Eq. (28) by H(t, s) and integrating from ¢; to ¢, we get

! A _ ! ’ (bA(S) o _
/t H(t,s)w™(s)As < t H(t,s)Lo(s)p(s)As + t H(t,s) ¢U(S>w (s)As

POICMC O
H(t,s) s)As 0r)Aw(6 30
/ L i AT 2 HEAAuE). (0
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Integrating by parts and using (25) and (26), we get

t t As
/t LH(t, $)6(s)p(s)As < H(t, t)w(ts) + /t (HA(1,5) + H(t, )2 (s)]w”(s)As

#7(s)
' $(s) (w7 (s) % 74(s)
H(t,s)B ° Sy (s)As — H(t,0)cabed(0r),
B IO S % e
t t
/ LH(t,s)(b(s)p(s)As§H(t,t1)w(t1)+/ [h(at,s) (H(t,s)) =T |w7(s)As —
t1 t o) (5)
' B(s)(w?(s)) = T (s
L O g e
Taking A = @1, X = GHOVOT2DX (7 oy ko () and Y = AL r3 G0
o P T (r(1)) (1) ’ A (BH(B)TA WV (1)

applying Lemma 2 on (31), we get
t a+
(h(t Ly
,s ) (1(s))

/ LH(t,s)p(s)p(s)As < H(t,t1)w(ty) Hup ((s) 5(s))e s
Z H t 0k Cgbkqﬁ(ak)
1 ! o(s)n(s) o PE ()] |
i ), [ LAt 5)é(s)p(s) “<¢<s>v<s>rﬁ<s>>a]A ’
E) tl%qH(t, 0 ) cabrd(0r) < w(ty). (32)

Taking lim sup of (32) as t — oo, we get a contradiction with (27). This completes
the proof.

3. EXAMPLES
Example 1 Consider the equation (T = R)
{<t3<x’<t>>3>' +EAT) =0, t 2 to, t#k
A (@' (£))),-, + bih(a(r (k) = 0,
Here, a = 8 =3, r(t) =3, p(t) = 254,b;€—k3, ()z%and@k:kj. To apply
Theorem 1, take ¢(t) =1, co =1 and L = 1. Note that

s | / (p00) — wZTNEEI At 5 caboton)]

oo (8)V(s))*(T2(s))~ to<Oj <t

= limsup(/ —ds—f— Z k;s): 00,

t—00 to<Or <t

(33)

Hence, every solution of Eq. (33) is oscillatory.
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Remark 1

The results of [19] can not be applied to equation (33). This is because condition
(3) in [19] is not satisfied. But, according to Theorem 1, when T = R, this equation
is oscillatory.

Example 2 Consider the equation (T = R)

{(1;&( )+ t%x(f(t))(zz(T(t))j 1)=0,t>ty, t#k (34)

Here, o = B =1, r(t) = 1, p(t) = 3, bk = k7%, 7(t) = t and 6, = k. To apply
Theorem 1, take ¢(t) =t, co =1 and L = 1. Note that
. ' r(7())(¢2(s))*
lim su Lp(s)o(s) — As + cobrd(0k)
pr[/to(p “<<><>>< <>>> %: }

hmsup( /—ds+ Z Igz)oo

to<Or<t

Hence, every solution of Eq. (34) is oscillatory.

Remark 2

(1) The results of [18] can not be applied to equation (34) for r(t) = +. But,
according to Theorem 1, when T = R, this equation is oscillatory.

(2) The results of [11] can not be applied to equation (34) for r(¢t) = ¢ and
condition (2.1) in [11] is not satisfied. But, according to Theorem 1, when T = R,
this equation is oscillatory.

(3) In the above example, we note that the dynamic equation without impulses
is nonoscillatory, but when some impulses are added to it, it becomes oscillatory.
Therefore, this example shows that impulses play an important part in the oscilla-
tions of dynamic equations on time scales.

1
t

Example 3 Consider the second order impulsive dynamic equation

{(tw(ma1xA<t>>A+m<t)zﬁ< (1) =0, t#k

At ()22 (1)), + buh(a(r(k))) = 0, (35)

where ¢t > 2 and k > 2.

Here, «, 8 are quotients of odd positive integers such that 5 > «, r(t) = t, p(t)
ﬁ, b = (k— 1)7T37 7(t) =t —1 and 0 = k. To apply Theorem 1, take ¢(t) =
co =1 and L = 1. Note that

imaw [ (1016000~ GRS R G )+ 32 o]

= limsup(/ 7As+ Z 43) = 00,
o0 to<Op<t

Hence, every solution of Eq. (35) is oscillatory.

1,
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Example 4 Consider the equation (T = N)
A A@®))®) + e (1) =0, t>ty, t#k+1
Al e AwH)) )y, + bih((r(k+ 1)) = 0,
where a, B are quotients of odd positive integers such that 8 = a, f2(t) = Af(t) =
f(t+1)— f(t) and o(t) =t + 1. Here r(t) = (U(tw, p(t) = t(g(lt))w by, = \/E(i+1)’
T(t) =t and 6, = k + 1.
To apply Theorem 1, take ¢(t) =t, co =1 and L = 1. Note that

- t @A) Y )
fim sup [ / (Lp(8)¢<s) “(¢<s>v<s>>a<fA<s>>a>A t 2 M(a’“)}

_ nﬁsogp((l—u)/t:(g(i))aA” 2 ;E)

(36)

to<O, <t
b -
= limsup ((1 —u)/ = As + Z kz) = 00,
t—00 to (t+ 1) to<On<t

Hence, every solution of Eq. (36) is oscillatory.

Example 5 Consider the second order impulsive dynamic equation
{(muA(t)w—le(t))A + el (r() =0, t#k
Ay 22 01 22 (1)), + bkh(z(7(k))) =0,
where t > 2 and k > 2.
Here, a, (8 are quotients of odd positive integers such that 5 > a, r(t) = m,
p(t) = 2~ by = (k — 1)%3, 7(t) = t and 0 = k. To apply Theorem 1, take

to(t)”

¢(t) =1, co =1 and L = 1. Note that
, ' r(7()(¢%(s))*
lim sup [ /to (Lp(s)(b(s) - u(¢ )As + Z czbkqb(e;g)}

t—00 ()V () (T2(s))™ to<On<t

_ nmsup</t:3al(s)m+ 3 (k—1)4‘°’>:oo,

t=roo to<Or<t

(37)

Hence, every solution of Eq. (37) is oscillatory.

Remark 3

(1) The results of [9] can not be applied to equation (37). But, according to
Theorem 1, this equation is oscillatory.

(2) In the above example, we note that the dynamic equation without impulses
is nonoscillatory, but when some impulses are added to it, it becomes oscillatory.
Therefore, this example shows that impulses play an important part in the oscilla-
tions of dynamic equations on time scales.
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